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Overview

1. Introduction
2. Background (Fisher’s Linear Discriminant Analysis)
3. Solution (Penalized Discriminant Analysis Projection Pursuit)
4. Analysis
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Premise and Motivation

● Classification is predicting labels 
from a dataset’s features

● Prediction algorithms rely on 
sufficiently large sample sizes (n) 
to train such features (p)

● High dimensionality (p >> n) 
poses significant statistical 
challenges
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Curse of Dimensionality

Accuracies of classification algorithms tend to dip in high 
dimensions due to the curse of dimensionality

● Degrades test error to accuracy of random guessing
● Ability of algorithm to converge deteriorates

Naive learning techniques require training samples to be an 
exponential of the feature dimension

V. Pappu, & P.M. Pardalos. High Dimensional Data Classification. Clusters, Orders and Trees: Methods and Applications. 4



Projection Pursuit

● Seek interesting low-dimensional projections
● Find projections revealing class differences

Define an index measuring “interestingness” of 
projections, then optimize

Most indexes will not work well in large p small n 
scenario

Lee, E.-K., & Cook, D. (2009). A projection pursuit index for large P Small N Data. Statistics and Computing, 20(3), 381–392. 5



Fisher’s Linear Discriminant Analysis (LDA)

● Supervised dimensionality 
reduction

● Reduce dimensions but preserve 
features relevant for class 
discrimination

Lee, E.-K., & Cook, D. (2009). A projection pursuit index for large P Small N Data. Statistics and Computing, 20(3), 381–392. 6



Between-Class and Within-Class Scatter Matrices

1. The between-class scatter matrix SB is computed by the following equation,

where m is the overall mean, and mi and Ni are the sample mean and sizes of the 

respective classes.

2. The within-class scatter matrix SW is computed by the following equation,

 where                                    (scatter matrix for every class)

and mi is the mean vector

Lee, E.-K., & Cook, D. (2009). A projection pursuit index for large P Small N Data. Statistics and Computing, 20(3), 381–392. 7



Fisher’s LDA

Intuitively, makes sense to maximize between-class 
scatter matrix and minimize within-class scatter 
matrix.

This intuition sucks.

LDA PP-Index, 

where A is the projected k-dimensional space
Lee, E.-K., & Cook, D. (2009). A projection pursuit index for large P Small N Data. Statistics and Computing, 20(3), 381–392. 8
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Fisher’s LDA

Eigenvectors of largest eigenvalues maximize 
between-class/within-class variance most

k most important eigenvectors of Sw
-1SB are linear 

discriminant function

Projected data trims least important features

Lee, E.-K., & Cook, D. (2009). A projection pursuit index for large P Small N Data. Statistics and Computing, 20(3), 381–392. 9
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Qv = λv

where…

Q = Sw
-1SB

v = eigenvector

λ = eigenvalue



Penalized Discriminant Analysis

Lee, E.-K., & Cook, D. (2009). A projection pursuit index for large P Small N Data. Statistics and Computing, 20(3), 381–392. 10

n < p leads to data piling issues in LDA

PDA resolves such problems by replacing 
𝚺w with a regularized version (𝚺W + 𝝺𝛀)

𝛀 = penalty matrix

𝝺 = constant (0 <= 𝝺 < 1)

(𝛀 maintains within-group structure s.t. 
within-class variance PDA > LDA)

1-D LDA projection direction:

PDA projection optimal projection:

where
a = optimal projection

𝚺w = within-class scatter matrix
𝚺B = between-class scatter matrix



PDA PP-Index

Use                                                       to estimate the variance-covariance matrix

𝚺 (hat) = maximum likelihood estimator (MLE) of 𝚺

Using standardized data vectors, the above equation turns to

                                            where

R (hat) = MLE of correlation matrix

I = identity matrix

Lee, E.-K., & Cook, D. (2009). A projection pursuit index for large P Small N Data. Statistics and Computing, 20(3), 381–392. 11



PDA PP-Index

If 𝝺 = 0 and between-class/within-class scatter 
matrices no longer use standardized data 
vectors, then…

Lee, E.-K., & Cook, D. (2009). A projection pursuit index for large P Small N Data. Statistics and Computing, 20(3), 381–392. 12
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Xs
** = 0 = total mean of the 

standardized data



Example Projections

Notterman, et al, Cancer Research, vol. 61: 2001 13

Histogram on the left is 1-D projection
Scatter plot on the right is 2-D projection



Sample Data Background

Sample: 

● 18 malignant cancer tumors paired
● 18 normal tissue from the same patient

Features:

● 3200 full-length human cDNA
● 3400 expressed sequence tags

Classifier: Malignant Tumor | Normal Tissue

Notterman, et al, Cancer Research, vol. 61: 2001 14

Features (≈6600)
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Training/Testing Split

Let’s split training/testing in a 70:30 ratio

Original dataset:

36 samples

18 normal tissue/18 tumors

Notterman, et al, Cancer Research, vol. 61: 2001 15

Training dataset:

25 samples

13 normal tissue/12 tumors

Testing dataset:

11 samples

5 normal tissue/6 tumors

70%

30%



Predictions

Notterman, et al, Cancer Research, vol. 61: 2001 16

Feature 1 Feature 2 Feature 3 …

Tumor 1… 1 6 10 …

Tumor 2… 2 7 11 …

Tumor x… 3 8 12 …

Normal 1… 5 5 7 …

Normal 2… 6 6 8 …

Normal y… 7 7 9 …

Feature 1 Feature 2 Feature 3 …

Tumor 1… 1 6 10 …

Tumor 2… 2 7 11 …

Tumor x… … … … …

Normal 1… 5 5 7 …

Normal 2… 6 6 8 …

Normal y… … … … …

Feature 1 Feature 2 Feature 3 …

Tumor μ 2 3 4 …

Normal μ 7 8 9 …



Predictions

Notterman, et al, Cancer Research, vol. 61: 2001 17

Feature 1 Feature 2 Feature 3 …

Tumor μ 2 3 4 …

Normal μ 7 8 9 …

Feature 1 Feature 2 Feature 3 …

Test 
Datapoint

3 4 5 …

Feature 1 Feature 2 Feature 3 …

(Test Datapoint 
- Tumor μ)2

(3 - 2)2 (4 - 3)2 (5 - 4)2 …

Feature 1 Feature 2 Feature 3 …

(Test Datapoint 
- Normal μ)2

(2 - 7)2 (3 - 8)2 (4 - 9)2 …



Predictions

 Notterman, et al, Cancer Research, vol. 61: 2001 18

Testing datapoint is 
classified as Tumor 
since its distance to 
the Tumor mean is 
smaller than to 
Normal Tissue’s 
mean



Prediction Results

 Notterman, et al, Cancer Research, vol. 61: 2001 19

2-Dimensional LDA 
projection of testing data

2-Dimensional PDA (𝝺 = 0.5) 
projection of testing data



Support Vector Machines

e1071 package

2/5 normal tissues correctly classified

3/5 normal tissues incorrectly classified as 
tumors

6/6 tumors correctly classified

Accuracy: (2 + 6)/(5 + 6) = 8/11 ≈ 72.73%

Notterman, et al, Cancer Research, vol. 61: 2001 20
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