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Understanding System Identification

Definition: System identification involves building mathematical models 
of dynamic systems using observed data.

In simpler words : System identification is figuring out how something 
works by looking at what you put into it and what comes out. For 
example, how a machine or system behaves by watching how it reacts 
when you press buttons or give it instructions.

• Goal of Presentation: Explain key concepts and apply system 
identification to a simple example.



Why Do We Need System Identification?

• Why It's Important:

˃ Helps understand system behavior.

˃ Identified models can forecast how a system will respond to 
future inputs.

˃ Helps in control system design and optimization to improve 
performance.

˃ In systems where properties change over time, identification 
can help update models to stay accurate.

˃ System identification can assist in simulations and what-if 
scenarios, guiding better decisions.



Spring-Mass-Damper System as an Example

Spring Force (kx): The restoring force from the spring, proportional to the displacement x. 
The larger the displacement, the greater the spring force trying to bring the mass back to 
equilibrium.

Damping Force (c*x'): The force from the damper, which resists the motion and is 
proportional to the velocity (x'). This force acts to reduce the oscillations over time.

Inertial Force (m*x''): The force required to accelerate the mass, according to Newton's 
second law.



Relation to System Identification:

• System parameters like mass, damping, and 
spring constant are similar to the coefficients 
in mathematical equations.

• Demonstrates the dynamics of input (force) 
and output (displacement) and how they 
relate with each other.



Core Concepts in System Identification

• Linear and Multivariate Systems:

˃ Linear: System of equations where the relationship between 
the input and output data is linear.

˃ Multivariate: Systems with multiple inputs or outputs. Analyses 
the relationship between multiple variables simultaneously.

• Stationarity:

˃ Assumes statistical properties to the system(mean, variance) are                              
constant over time.

• Autoregression:

˃ Models current output as a function of the past output(Lags).



Equation Error Model Structure

• Definition:

o A mathematical framework for System identification where errors 
in equations represent model inaccuracies.

o Example Equation:

o Name: Auto regressive model with exogenous input (ARX)

o Purpose : Estimate parameters a_1, a_2, b_1 to define System 
behavior



Parameter Estimation Process

• Steps:

˃ Collect input-output data.

˃ Assume an equation structure(e.g., AR model)

˃ Solve for coefficients: a_1, a_2, b_1 using the optimization 
techniques.

▪ a_1 represents how much the most recent past output 
affects the current output.

▪ a_2 indicates the influence of the second most recent past 
output on the current output

▪ b_1 Represents how the most recent input affects the 
current output 



AR model Equation:

Matrix form : 

Line of Best fit : (Also known as Moore Penrose psuedo
Inverse)



Spring mass damper system without exogenous input



Making the Design Matrix (A) Using Input 
Output Values



Line of Best Fit (Pseudo Inverse) 



Verifying the Model

o Use Mean Squared Error (MSE) to evaluate model accuracy.

o Importance:

˃ Ensures the model represents the system dynamics effectively.



Generalizing the Model

• By generalizing I mean extending the structure of the model. More 
than 3 coefficients.

• Why is it important:

o Some systems need more past data to make accurate 
predictions. Adding more terms helps the model understand this 
complexity.

o More terms can help the model make predictions that are closer 
to the real data.

o A generalized model can be used for a wider variety of systems.

o



Generalized model Code



What it does ?
• It basically does the same process as above mentioned, but it gives 

us every combination of the coefficients. 

Example : Results:



Two other example datasets with exogenous 
input.
• Dataset one for predicting the parameters.



• Dataset two for validating the model.



Applying same process but with two datasets



Results :

For understanding :



Conclusion:

• Overfitting Problem: When too many parameters are added to the 
model, the model can start to fit the noise in the data instead of the 
actual system behavior.

• Result: This leads to a lower Mean Squared Error (MSE) on the 
training data, but poor performance on new, unseen data because 
the model is too complex for the real-world system.

• Why It Happens: The model becomes overly sensitive to small 
fluctuations or outliers in the training data, resulting in a model that 
doesn’t generalize well.

• Key Insight: While reducing MSE on the training data may seem 
good, it doesn’t necessarily mean the model is better; it might just be 
memorizing the data.



The End! 
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