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Introduction

source: https://www.espn.com/nba/

• The National Basketball Association, or 
NBA, a professional basketball league

• We have 30 teams in the league

• We have 82 games for each team in each 
season
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Predict the number of game wins a team will 
have in a particular season using its 

performance statistics in the previous season 
with Machine Learning Algorithms
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Data Collection

• Online open-source dataset from kaggle, generated by using 
webscrapping from NBA stats website

Table Name Description

games.csv all games from 2004 season to 2022, includes game dates, seasons, ids, home 
teams, visitor teams, and total number of points scored by both teams

games_details.csv all statistics of players for a given game, including Field Goals Made/Attempt, Free 
Throws Made/Attempt, Offensive/Defensive Rebounds, etc.

players.csv player details, including corresponding name and team

ranking.csv ranking of NBA given a day, include the team wins and losses at a specific date 
and season

teams.csv team details, including team name, nickname, abbreviation, location, start year, etc.

source: https://www.kaggle.com/datasets/nathanlauga/nba-games
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Data Preprocessing - Labels

ranking.csv

labels

• Select the latest date of every season

• Get the number of game wins for every team in 
every season

• Drop the rows if the total games played is not 82
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Data Preprocessing - Features

games_details.csv

• Sum up all player statistics in all game in 
one season. Regard this as the team 
statistics in one season.

• We don’t average the statistics become 
some players’ statisitcs will skew the data 
pretty much.

• Drop rows with NaN values
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Data Preprocessing - Features

features (19 in total)
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Data Preprocessing - Scaling

features (μ = 0, σ = 1)
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Model Selection

• Linear Regression

• Lasso Regression

• Support Vector Machine Regression

• Random Forest Regression
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Model Training and Evaluation
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Model Training and Evaluation
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RF Val RMSE SVM Val RMSE Lasso Val RMSE LR Val RMSE Val RMSE
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Feature Selection
Feature Name Feature Importance

PLUS_MINUS 7.50363662

STL 0.94379254

DREB 0.72932052

FG3_PCT -0.66973622

FG_PCT -0.5065314

... ...

FGM 0

FGA 0

FTM 0

FTA 0
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Drop 10 featues, Keep 9 features



Feature Selection

Model Mean Val RMSE (Before) Mean Val RMSE (After)

Linear Regression 10.11 9.89

Lasso Regression 9.91 9.83

SVM Regression 10.25 9.93

RF Regression 10.41 10.36
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Real World Application (2018)

• Use team statistics from 2017 
to predict number of game 
wins in 2018 (assume we 
don’t know the result)

• Didn’t use statistics from later 
year because data are not so 
complete (perhaps due to 
COVID)

• Use Lasso Regression and 
round the result
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Conclusion, Limitation, and Future Work

• Easy models like linear regression and lasso regression are 
preferred

• Features like Plus-Minus and Steals (positive), 3-Point Field 
Goal Percentage and Field Goal Percentage (negative) might be 
more considered when predicting game wins

• RMSE is still a bit high (slightly below 10), might due to poor 
features chosen

• Would try more feature engineering to find more valuable 
features
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