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Introduction 

Motivation

• In general experiments, we would assume the data follows some distribution

• However, in real cases, we do not know the true distribution of  our data

• That’s why we will introduce kernel density estimator (KDE) to find the most suitable 
distribution for a given data.
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Introduction

Kernel Density Estimator is a non-parametric method used to estimate the probability

density function of  a random variable. It works by placing a kernel function at each data

point and then summing these functions to create a smooth estimate of  the overall data

distribution. 
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Definition
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• General Form of  KDEs

• K(x) is the kernel function, h is the bandwidth, x is fixed, X_i is only randomness the 
observed data points



Definition of  Kernel
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• 1.  ) dx= 1 (Definition of  Kernel)



Some facts of  Kernel
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• 2. An S-th order kernel K satisfies

• 3. If  K(u) = K(-u), the 2nd moment is finite (K is symmetric)

• At least 2nd order 



Common Kernels
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Mean Square Error (MSE)
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• Assume f ’ is L Lipshitz
• Assume K is nonnegative, 2nd order, 

with bounded support 
• At a fixed point x_0



Bias
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Variance
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Choice of  h 
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Mean Square Error (result)
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Demo
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Overfitting and Underfitting

• When bandwidth is too small, it would overfitting

• When bandwidth is too large, it would underfitting
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