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Something I’ve learned
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Went through Chapter 1, 2, 3, 4, 5, 8, and 10 

in the book “An Introduction to Statistical 

Learning”. 

Learned concepts such as bias-variance 

tradeoff, linear regression, logistic regression, 

resampling methods, tree models and, 

neural networks

Applied what I’ve learned to a project to 

predict Airbnb price in New York City 



Data Analysis 
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New York City Airbnb Open Data. This dataset contains 16 columns and 

48,895 rows, documenting features for Airbnbs in NYC in 2019. 

Input variables I used in the predictions are: neighbourhood_group, 

latitude, longitude, room_type, minimum_nights, number_of_reviews, 

availability_365

Predicted variable: price

Split the data into 90% 

training and 10% testing 



Data Analysis 
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Here, I focused my project on those Airbnb with price between $0-1,000

I used the mean square error (MSE) of the testing data to evaluate my 

models.

MSE is a measure of the average squared difference between the 

predicted and actual values, thus measuring the accuracy of a regression 

model.



Data Analysis 

Correlation between each 

variable



Linear Regression

Linear regression is a simple approach to 

supervised learning. It assumes that the 

dependence of Y on X_1, X_2, …, X_p is linear. 

The goal of linear regression is to find the 

coefficients that minimize the squared 

difference between the predicted values of Y 

and the actual values.  



Linear Regression
Simple linear regression: 

Test MSE: around 8180.25

After remove the outliers 

and high-leverage points: 

Test MSE: around 8179.18



Decision Tree Model 

The Decision Tree model is built by recursively

splitting the data into smaller subsets based on the 

values of the input variables. 

Each split corresponds to a decision on the input 

variables, and the resulting subsets are used to further 

refine the decision tree. 

At the end of the tree, the model produces a 

prediction based on the values of the input variables.

It’s possible for the decision tree to be overfitted. 

Thus, we need to prune the tree using K-fold cross-

validation 

5-fold cross-validation 



Decision Tree Model 5-fold cross-validation 

K-fold cross-validation involves 
dividing the data into k equal-sized 
subsets, or folds, and using each 
fold once as a validation set and the 
remaining k-1 folds as the training 
set. We use it to evaluate model 
performance and avoid overfitting.

The Decision Tree model is built by recursively

splitting the data into smaller subsets based on the 

values of the input variables. 

Each split corresponds to a decision on the input 

variables, and the resulting subsets are used to further 

refine the decision tree. 

At the end of the tree, the model produces a 

prediction based on the values of the input variables.

It’s possible for the decision tree to be overfitted. 

Thus, we need to prune the tree using K-fold cross-

validation 



Decision Tree After using the 5-fold cross-

validation, I found the 

optimal nodes value: 72Default

Nodes: 6

Test MSE: around 8519.61

Pruned default tree

Nodes: 6

Test MSE: around 8519.61

Complex tree model

Nodes: 72

Test MSE: around 7222.99



Decision Tree After using the 5-fold cross-
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Random Forest

The basic idea behind a random forest is to combine 

multiple decision trees into a single model that can 

make more accurate predictions than any individual 

tree.

Each decision tree in the random forest is trained on a 

random subset of the data and a random subset of 

the input variables. This randomness helps to reduce 

overfitting and makes the model more robust to noise 

and outliers in the data. 

The final prediction of the random forest is based on 

the average prediction of all the trees in the forest, 

weighted by their individual performances.

Here, we don’t care about overfitting in the trees, but 

we do care about two things – the number of trees 

(Num.trees) and the number of predictors that we 

randomly select for each tree (mtry)



Random Forest 

Default

Num.trees = 500

mtry = 4

Test MSE: around 6687.04

After out-of-bag

Num.trees = 2500

mtry = 6

Test MSE: around 6452.34
Out-of-bag error: a biproduct of bagging. 
Because every time we use a subset of data 
to train the model, we can use the rest of the 
data as validation and test the model 
accuracy.



Random Forest 
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GBoost

In boosting, each tree is grown using information from 

pervious tree.

The algorithm works by iteratively adding new trees to 

the model, with each tree attempting to correct the 

errors of the previous trees. Specifically, GBM works by 

minimizing the loss function of the model through 

gradient descent.

Here, we also want to tune the parameters for boosting. 

The three of the most important parameters in gradient 

boost model are the number of trees (n.trees), the 

shrinkage parameter (shrinkage), and the interaction 

depth (interaction.depth). 

Shrinkage parameter: the learning rate 

Interaction depth: controls the interaction order of the 

boosted model



GBoost

Default

n.trees = 5000

interaction.depth = 4

shrinkage = 0.01

Test MSE: around 6850.88

After 5-fold cross-

validation

n.trees = 3000

interaction.depth = 4

shrinkage = 0.05

Test MSE: around 6823.86



Model Comparison 

Best Linear Regression Model: 

Test MSE: around 8179.18

Best Decision Tree Model: 

Test MSE: around 7222.99

Best Random Forest Model: 

Test MSE: around 6452.34

Best Linear Regression Model: 

Test MSE: around 6823.86



Thank you for watching!

SPA DRP winter 2023, University of Washington 

Mentee: Liuyixin Shao

Mentor: Charlie Wolock
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