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What 1s Causal Inference?

Causal inference refers to the process of drawing conclusions about
cause-and-effect relationships between variables or events based on observed data.

Inferring the effects of any treatment/policy/Intervention/etc.

Real-life Questions:
e Health Care: Does a new drug treatment lead to a reduction in patient mortality
rates?
o Education: What is the causal impact of a new teaching method or curriculum on
student academic performance?
e Economics: Does foreign aid lead to economic growth and poverty reduction in
developing countries?



The Ladder of Causation

3. COUNTERFACTUALS
ACTIVITY:  Imag R i

QUESTIONS:  What if I had done ...7 Why?
(Was it X that caused Y? What if X had not

occurred? What if 1 had acted differcntly?) I m ag i n i n g , U n d e rSta n d i n g

EXAMPLES:  Was it the aspirin that stopped my headache?
Would Kennedy be alive if Oswald had not
killed him? What if 1 had not smoked for the
last 2 years?

U

2. INTERVENTION
ACTIVITY:  Doing, Intervening

QUESTIONS: What if I do...7 Hon?
(What would Y be if I do X?

ety Doing, Intervening

EXAMPLES:  If I take aspirin, will my headache be cured?
What if we ban cigarettes?

1. ASSOCIATION
ACTIVITY:  Seeing, Observing
QUESTIONS:  What if I see...? . " "
e oy Seeing, Observing
EXAMPLES:  What does a symprom tell me about a discasc?

What docs a survey tell us about the
clection results?




Why We Care?

Causal inference is crucial in tech, particularly in the context of A/B testing.

Scenario: A social media platform wants to increase user engagement with
its new feature. (ins story)

A/B Testing: The platform GO assigns users to two groups:
Group A(control group), which sees the traditional feed posts only
Group B(experimental group), which sees both feed posts and the new Story

feature.
4



Metrics Selection: Key engagement metrics
views, likes, shares, and time spent.

Outcome: Users in Group B, exposed to the Story feature, exhibit
significantly higher engagement metrics compared to those in
Group A.

The platform concludes that the Story feature causally increases
user engagement and decides to roll it out to all users.



Takeaway:

Through causal inference in A/B testing, tech companies can
objectively evaluate the impact of new features and make
data-driven decisions to enhance user experiences and
drive platform growth.



Recap

A/B Testing: The platform |GG assigns users to two groups

Confounding Variables: Confounding variables are factors that are correlated

with both the treatment (new feature) and the outcome, potentially leading to
biased results.

Confounding variable
User Demographics

Device Type
Content Relevance
User Behavior Patterns

Dependent variable
Number of views
Independent variable Numb_er of (Iikes,_cor_nments, shares)
Presence or absence of the new feature . WS S HEITE O S0y
Click-through rate (if the feature
includes a call-to-action)




Randomized Controlled Trials

“RCTs allows us to estimate the causal effect X — Y
without falling prey to confounders bias.”
- "The Book of Why" by Judea Pearl

Two benefits:

1. Eliminates confounder bias (it asks Nature the right
answer)

2. Enables the researcher to quantify his uncertainty



Potential Outcome

Consider a study with n experimental units indexed byi=1,...,n.
As a starting point, we focus on a treatment with two levels: 1 for the treatment and 0

for the control.
For each unit i, the outcome of interest Y has two versions: Yi(1) and Yi(0),

which are potential outcomes under the hypothetical interventions 1 and 0.

Table 1.1. Example of Potential Outcomes and Causal Effect with One Unit

Unit Potential Outcomes Causal Effect

Y{Aspirin) Y{No Aspirin)

You No Headache Headache Improvement due to Aspirn




Assumption 2.1 (no interference) Unit i’s potential outcomes do not de-

pend on other units’ treatments. This is sometimes called the no-interference
assumption.

Assumption 2.2 (consistency) There are no other versions of the treat-
ment. Equivalently, we require that the treatment levels be well-defined, or
have no ambiguity at least for the outcome of interest. This is sometimes
called the consistency assumptz'on

Under SUTVA, Rubin (2005) called the n x 2 matrix of potential outcomes
the Science Table:

Y:(1) Yi(0)
Yi(1) Yi(0)
2 Ya(1) Y2(0)

~.

[

n Ya(l) Ya(0)

10



Causal effects are functions of the Science Table. Inferring individual causal
effects

n=Y(1) = Y(0), (=1,...,n)

is fundamentally challenging because we can only observe either Y;(1) or Y;(0)

for each unit ¢, that is, we can observe only half of the Science Table. As a
starting point, most parts of the book focus on the average causal effect (ACE):

T o= a7ty {Yi(1) - Yi(0)}
1=1

= pn7! Znu) —n! Zm(O).
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Thanks For Listening

Any Questions?



