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Outline
● CART

● Bagging

● Random Forest

● Boosting 

● Deep Forest







Motivation
● CART prones to overfitting (big variance)

● Bagging (bootstrap sampling)

● Random Forest (further reducing correlation)

● Boosting (learning residuals)

● Deep Forest (depth and width)





Application
● Iris dataset (https://archive.ics.uci.edu/dataset/53/iris)

● Cross validation (10 folds)

https://archive.ics.uci.edu/dataset/53/iris




Conclusion
● Ensemble methods generally outperform CART in accuracy due to their ability to 

aggregate multiple models and reduce overfitting.

● Deep Forest models leverage ensemble learning's power, layering Random Forests 

and Bagging to handle complex data. 
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