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What are Structural Casual Models?
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l.
2.

A way of describing the relevant features of the world and how they interact

with each other. Specifically, describing how nature assigns values to variables of
interest.

Consists of two sets of variables U and V, and a set of functions f that assigns
each variable in V (a value based on the values of other variablers in the model)



Types of Variables

. Exogenous variables (in set U) are external to the model (we choose for whatever
® reason not to explain how they are caused) and are roots of the graphs

Endogenous variables (in set V) is a descendant of at least one exogenous
variable




Causes

=

‘ X is a direct cause of variable Y if X appears in the function that assigns Y's
o value

z X is a cause of Y if it is a direct cause of Y or of any ancestor of Y
o

Sreesde

*intransitive cases: if X->Z->Y and changes in X doesn’t effect the value that Z
takes



Product Decomposition

Any model with an acyclic graph, the joint distribution is given by the product of
the conditional distributions

P(x,,X,,...x,) = TIP(x | pa )

D=l e L
P(X=x,Y=y,Z=2) = P(X=x)P(Y=y|X=x)P(Z=2|Y=y) 995



Common Casual Graphs

:

Chains

Three nodes and two edges
with one edge directed into
and one edge directed out of
the middle variable. X and Z
are independent by
conditioning on Y if the error
terms are independent.

Forks

Three nodes with two arrows
emanating from the middle
variable (middle variable is
the comon cause of the other
two variables). Y and Z are
independent by conditioning on
X (conditioning on the
common cause).
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Colliders

When one node receives edges
from two other nodes. X and Y
are inconditionally
independent, but are
conditionally dependent
conditioned on Z



Intervention

When we intervene on a variable in a model, we fix its value (denoted by “do”).
Intervening on a variable essentially removes all the incoming arrows to that
variable (need a randomized experiment to intervene on a variable).

z Conditioning is where we narrow the focus to the subset of cases in which the
® variable takes the value we are interested in



Backdoor Criterion

Want to be able to mimic an interventional distribution by just using
observational data (blocking the non-casual association).

A set of variables W satisfies the backdoor criterion relative to T and Y if the
following are true:

W blocks all backdoor paths from T to Y
l.
: z o W does not contain any descendants of T @ e @

P(y [ do(t)) = P(y | t,W,C) ST

—>
Casual Association




Frontdoor Criterion

Helps with finding the causal association when there is an unobserved
confounding variable

A set of variables Z is said to satisfy the front-door criterion relative to an
ordered pair of variables (X,Y) if

‘. Z intercepts all directed paths from X to Y @
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All backdoor paths from Z to Y are blocked by X.

2 o 1hereis no backdoor path from X to Z °' e

P(y | do(x)) = YP(zIx) YP(ylx,z)P(x)

W X



PC Algorithm

Start with Complete Graph

Identify Colliders and Orient

Identify the Skeleton

Start with complete
undirected graph and
remove edges X - Y where
X Y| Z for some
(potentially empty)
conditioning set Z, starting
with the empty conditioning
set and increasing the size

Them

Now for any paths X - Z -
Y in our working graph
where the following are
true:
1.We discovered that
there is no edge
between X and Y in our
previous step
2.Z was not in the
conditioning set that
makes X and Y
conditionally
independent.
Then we know that X - Z -
Y forms an immorality

Orient Qualifying edges
that are incident on
colliders

Use fact that we discovered
all colliders to orient more
edges. Any edge Z-Y part
of a partially directed path
of the form X->Z-Y, where
there is no edge connecting
X and Y can be oriented as
Z->Y



Start with Complete Graph
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Identifying the Skeleton
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Identifying the Skeleton

A Bl

other pairs (X,Y), X Y | {C}

*Keeping in mind that this
doesn’t work for A and B
conditioned on C since it is a
collider




Identifying the Colliders

There is no edge between A and B

A== Bl

C is not in the conditioning set
that makes A and B conditionally
independent




Orienting Other Edges

Cannot orient the other edges
towards C or else we would have
formed more colliders, which
would have been detected in
previous step




Other Algorithms

PC algorithm is one of the most commonly used algorithms, but there are also other
algorithms/variants which work better in some other situations

e PC-stable tackles the problem of order dependence (order in which variables are
analyzed in skeleton phase providing different skeletons) problem

e FCI algorithm works with no assumed casual sufficiency (no unmeasured common causes
of any pairs of variables aka no latent confounders)

e CCD algorithm works with no assumed acyclicity
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