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▪ History of medical mistreatment (J. Marion Sims, 
Tuskegee Experiment, Forced Sterilization of 
Hispanic, Black, and Native American Women)

▪ Black patients undertreated for pain, 
underrepresented in drug & vaccine trials, pulse 
oximeters less accurate for those with darker skin

▪ Minority groups have worse health outcomes 
than whites

Racial Biases in Medicine



▪ Algorithms can range from formulas made by 
humans to AI/ML computer models

▪ Medical imaging AI can outperform specialists in 
cancer detection, osteoarthritis diagnosis, and 
vision-loss prediction

▪ AI can predict, diagnose, or prognose diseases 
with high accuracy 

Usage of Algorithms in Medicine



▪ Important to 
understand 
algorithms aren’t 
perfect

▪ Bad training data 
or flawed input 
variables

▪ Unexplainable 
conclusions from 
“black box” 
models

Flaws of Algorithms

Vyas et al. (2020) 



Case Study: Risk Score Algorithms in 
Medicine

▪ Sarkar et al. (2021), “Performance 
of intensive care unit…”
➢ Severity scoring systems for resource 

allocation (COVID-19)

➢ Hispanic & Black mortality 
overpredicted, less care allocated

▪ Obermeyer et al. (2019), 
“Dissecting Racial Bias…”
➢ Commercial “high- risk care 

management” algorithm based on 
medical expenditure history



▪ No racial disparities when comparing medical 
expenditure to risk score

▪ However, medical expenditure is a bad metric 
for health

Obermeyer et al. (2019) 



▪ Equal Patient Outcomes

▪ Equal Performance
➢ Equal Accuracy 

➢ Equal False Positive

➢ Equal False Negative

▪ Equal Allocation

Mathematical Definitions of Fairness



▪ Transparency – Providing training dataset and 
code

▪ Transparent algorithms can be “auditable”

▪ Interpretable algorithms’ decisions can be 
explained

▪ Interpretability and Performance tradeoff?

Transparency & Interpretability 
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