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CARTSs based "bootstraped” method (Hutchinson et al.,
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Support Vector Machine
In contrast with the nonparametric models above



XGBoost

Cover metric is the contribution of each feature to the number of
observations summed up from each tree expressed in percentage.
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Gain corresponds to the importance of the node in the model.
G; and Gy quantifies the incorrect classification at a split for the total
number of classes.
As a corollary, H takes into account of the entropy from the left and
right branch.




XGBoost

XGBoost advances its system with observable optimization upon the
base GBM framework

Summary Plot
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Figure: Variable Importance Heatmap from Normalized Score of
Feature



Random Forest

K
Gini impurity = 1 — Z pl-2
@)

= 1 — Gini Index

K is the number of labels, p; is the proportion of the i" label
Eval metrics in courtesy of (Subasi et al., 2017)



Random Forest Cont.

SSLfinal_state, URL_of_Anchor and web_traffic are the three most
important predictors
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Figure: Mean Decrease Gini



SVM Classifier Parameters

Classifier parameters with 1160 support vectors

© classifier list [30] (53: svm.formula, svn List of length 30
© cll language svm(formula = Result ~ ., data = train, type = "C-classification’, kernel = ...
y symbol svm*
formula language Result ~ .
data symbol train
type character (1] ‘C-classification’
kernel character (1] linear’
type double (1] 0
kernel double (1] o
cost double (1] 1
degree double (1] 3
gamma double (1] 002564103
coefo double (1] 0
nu double (1] 05
epsilon double (1] 0.1
sparse logical (1] FALSE
scaled logical [39] FALSE FALSE FALSE FALSE FALSE FALSE
x.scale NULL Pairlist of length 0
v.scale NuLL Pairlist of length O
nclasses integer (1] 2
levels character (2] Y
totnsv integer (1] 1160
nsv integer (2] 575 585
labels integer (2] 12
sv double (1160 x 39] 0000001111111000000111110000000000001110
index integer (1160] 23341496065

Figure: SVM Classifier Parameters
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